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EXECUTIVE SUMMARY

This deliverable presents the results from final/phase 3 trials of the Aquaculture solutions and the testing
and verification methodologies that are used for the two pilots during Phase 3.

The work on the Aquaculture trials is split into five different scenarios. These are:

¶ A1S1: Sensory Data Monitoring (Athens, Oslo)
¶ A1S2: Camera Data Monitoring (Athens, Oslo)
¶ A1S3: Automation and actuation functionalities (Athens)
¶ A1S4: Edge and Cloud-based computing (Oslo)
¶ A1S5: Cage to cage – on site communication (Oslo)

Two pilot (Greece, Norway) facilities have supported the trials each one implementing a subset of the
aforementioned scenarios. The Greek pilot aims to validate the application of 5G technologies on three
different scenarios, i.e., A1S1, A1S2, and A1S3. As described in the trials planning, this is split into
three phases where an incremental deployment and testing of the equipment and the underlying 5G
infrastructure has taken place in preparation for the final trial setups. During PhaseII, initial deployment
of the equipment has been done and is thoroughly tested collecting useful metrics. In particular, cameras
and sensors have been installed, covering scenarios A1S1 and A1S2 for this first phase of
implementation. During phase 3, A1S3 has also been deployed in a lab setup at first and  then moved to
the aquaculture site environment. Additionally, more cameras and sensors have been deployed and
tested in phase III, with the existing infrastructure, for stress-testing the networks, while moving towards
the integration with the network architecture.

The Norwegian pilot aims to validate the application of 5G technologies on scenarios A1S1, A1S2,
A1S4, and A1S5. The network infrastructure and the user application have been developed separately.
The actual installations and on-boarding have been done in phase II.

During the phase III, the initial installation plan had to be changed due to the fish being harvested before
any tests were carried out. Partners in the Norwegian pilot came to a conclusion that the equipment had
to be moved to a different location for the tests to be done. The new location ended up being Telenor’s
headquarters in Fornebu, where the tests are simulated as if it was on a fish farm.

Setup and infrastructure used are the same as described in previous deliverables (D5.2[1] and D5.3 [2]
with some exceptions:

1. The number of Sealab-systems is reduced from eight to one.

2. The systems are not recording live fish

3. Ethernet cabling is used instead of fiber

This deliverable also describes the required 5G infrastructure to assist in the development of validation
trials and provide suitable solutions for the described use cases. In the case of the Greek site, the network
solution is based in an end-to-end architecture, since the data had to be collected, transmitted reliably
through a dedicated network. The Non-standalone version of deployment has been adopted, using both
LTE and 5G wireless systems. The Radio Access Network collects the data from the equipment on site,
through the baseband node. Radio Access Network connectivity in the site facility is LTE based. The
Core Network (CN) will follow the RAN. A 5G EPC-in-a-box is used as a core network, which is a
virtualized solution for CN, taking advantage of enabling multiple VVirtual Network Functions (VNFs)
on a single server. For the case of the Norway site, the solution is also based in an end-to-end
architecture.  During Phase III, the 5G-VINNI hosts a cloud native, multi-vendor 5G Standalone core
on an OpenShift cluster. The RAN uses the n78 band (with center frequency at 3350 MHz and 80 MHz
bandwidth) for the 5G New Radio (5G NR).

Towards testing and verification, the two pilots have used different tools to conduct the experiments. In
the case of the Greek pilot, a Key Performance Indicator (KPI) validation platform, as well as an
Analytics engine has been used to collect metrics from the installed equipment and analyse the data to
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provide detailed results. Metrics have been collected and analysed towards providing initial results.
Production indices from the fish farmer point of view are also provided for the Greek site. In the case of
the Norwegian pilot, the measurement and analytics work have been divided into the network and the
application parts. The 5G-VINNI Test as a Service (TaaS) platform is mainly used for collecting network
KPIs. Application KPIs are measured by Sealab.
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1 INTRODUCTION

ɇwo pilots have been deployed during the lifetime of the project, one in Greece and one in Norway,
covering different requirements that exist in two completely different environments. The scenarios that
have been executed are listed below:

¶ A1S1: Sensory Data Monitoring (Athens, Oslo)
¶ A1S2: Camera Data Monitoring (Athens, Oslo)
¶ A1S3: Automation and actuation functionalities (Athens)
¶ A1S4: Edge and Cloud-based computing (Oslo)
¶ A1S5: Wireless communication (Oslo)

The two pilots have been developed, each with its selected scenarios. The design of the solutions has
covered both the network and software/hardware related aspects, while the installations have been
continuously upgraded in order to address trials requirements

In this deliverable, the final setup of the Aquaculture trials for both the user applications and the network
architectures are described for all the scenarios, as planned for the third and final phase of the project.
Additionally, details about the testing and verification processes are providing an overview of the KPIs
that are studied and analysed during the field trials and the tools that are used. Recommendations for the
outcomes from the scenarios are also provided.

1.1 Use case scenarios and phase ȽȽȽ trials overview

Table 1, presents an overview of the scenarios that have been implemented in this vertical. Three
scenarios are trialled in Greek and four in the Norway test facilities. These scenarios are:

Table 1: Aquaculture scenarios overview

Scenario Location phase-3
trials

Scenario owner and partners

A1S1 Megara, Greece
Oslo, Norway

Greece (WINGS, ACTA, ICOM, NTUA, OTE, Skironis)
Norway (Sealab, TNOR)

A1S2 Megara, Greece
Oslo, Norway

Greece (WINGS, ACTA, ICOM, NTUA, OTE, Skironis)
Norway (Sealab, TNOR)

A1S3 Megara, Greece Greece (WINGS, ACTA, ICOM, NTUA, OTE, Skironis)

A1S4 Oslo, Norway Norway (Sealab, TNOR)
A1S5 Oslo, Norway Norway (Sealab, TNOR)

1.2 Organisation of the document

The structure of the document is organised as follows:

Each of the chapters 2-6 provides a description of each scenario of the phase 3 solutions, including
motivation, equipment and software used, tests and measurements of network, application KPIs and
recommendations.

¶ Section 2: A1S1 Sensory data monitoring (Athens, Oslo)
¶ Section 3: A1S2 Camera data monitoring (Athens, Oslo)
¶ Section 4: A1S3 Automation and actuation functionalities (Athens)
¶ Section 5: A1S4 Edge and Cloud-based computing (Oslo)
¶ Section 6: A1S5 Wireless communication (Oslo)
¶ Section 7: Conclusions
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2 SCENARIO A1S1: SENSORY DATA MONITORING

2.1 Description and Motivation

Marine aquaculture in Europe has been evolved into a high-tech industry, with many modern
aquaculture systems incorporating the collection of heterogeneous data from multiple sources into their
daily routines. These procedures are primarily manual and labour intensive, relying on the efforts of the
farm staff and regular site visits for monitoring and data collection. The workload on the operator is
exacerbated when multiple parameters need to be monitored, such as water quality, fish behaviour and
health, feeding, cage structural integrity, etc. Each parameter may require a series of different time-
consuming procedures, making data collection a time consuming task. Therefore, in recent years
automatic data collection systems have become extremely popular. Different sensors have been
developed to collect data on a variety of parameters on a continuous basis, enhancing the facility
operator’s monitoring capabilities by decreasing the effort required for the collection of the data, while
increasing the measurement rate and precision.

In addition to the requirement for the sensors to function and operate optimally, it is of vital importance
that systems in place allow for efficient transmission, management and storage of the data. This will
provide the operator with a series of services such as monitoring, operational management and decision-
making support in a more efficient manner. The solutions consist of two different elements. Firstly, the
hardware to be used on site collecting, accumulation, and transmission of the sensor data. The
acquisition of such large amounts of heterogeneous data calls for methodical storage and management,
as well as its exploitation to provide all the aforementioned services. Thus, the solutions will also include
the cloud platforms providing these functionalities, along with their server infrastructure and
visualization technologies. The 5G platforms 5G-EVE [4] and 5G-VINNI [5] have been used to validate
the contribution of 5G to the aquaculture vertical requirements.

This scenario presents the setup of the network, the user application and their integration, which are
tested to produce data regarding the network performance when performing functions such as collecting,
transmitting and processing large amounts of sensory data collected on site.

2.2 Final setup

This subsection describes the final setup for the scenarios that were performed in the two aquaculture
sites.

Setup in Greece

The Greek site is utilizing the infrastructure from the 5G-EVE project which is installed in the
OTEresearch premises and the Aquawings gateway with the sensors which are located in the underwater
sea at Skironis fish site and also some sensors exist in the photovoltaic panel used to power the gateway.
Data from the sensors are used to monitor and analyze the performance of the farm. Parameters like
oxygen, temperature, salinity, and meteorological data are frequently obtained to evaluate water quality
and guarantee the life quality of the site in general. Platforms provide these kinds of functionalities,
support data collection from multiple data sources and import the collected data into the management
system. Measurements of the network metrics are performed by ACTA’s measurement equipment based
on Viavi’s platform, and measured application KPIs regarding the resource metrics are transferred from
the WINGS servers to NTUA analytics server for further processing and correlation of results.
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Figure 1: Greek pilot - application architecture for A1S1 scenario

Setup in Norway:

Sensory data monitoring is executed by using sensors measuring oxygen- and salinity levels, sea-
temperature, air temperature, rainfall, wind and g-forces acting on the fish cage. The architecture for
A1S1 for the Norwegian pilot is represented in Figure 2.

Figure 2: Norwegian Pilot –architecture in scenario A1S1

2.2.1 Network architecture

The network architectures that are used for the Greek and Norwegian sites are as follows:

Greek architecture

A 5G NSA infrastructure that connected the OTEresearch facility with the Skironis fish area was
established.



D5.4: Final Solutions for vertical Use of 5G

© 5G-HEART Consortium 2019-2022 Page 16 of 61

POTP Node
POTP Node

POTP Network

SKIRONIS

BS

ATHENS

ASR

E/// packet core

OTELABS

IPCORE

ASR

6 vlans

6 
vla

ns

MEGARA

Figure 3: Greek architectural infrastructure

The Greek infrastructure as shown in Figure 3, is used to demonstrate the Aquaculture scenarios
performed in the Skironis fish farm site. The RAN part of the network, provided by Ericsson was
installed on Skironis field trial site in Megara. It includes one BBU and one antenna, supporting New
Radio technology and covering the area where the fish cages are located. RAN is connected via OTE
premises at Megara, with the Ericsson vEPC in OTE testbed in Marousi, using a 10Gbps line. The
transport network is implemented using optical fiber supporting Control Plane for signaling traffic and
a separate User Plane. More details about the Greek infrastructure can be found in [4].

Norway architecture

For the Norway case, the architecture, shown in Figure 4, is used that refers to A1S1 and A1S2.  The
fish farm equipment uses the Huawei 5G CPE Pro 2 as default gateway to Internet. All devices/sensors
have IPs from the CPE’s subnet, 192.168.8.0/24. Huawei 5G CPE Pro 2 H122-373 acts as gateway to
the Internet over the 5G network. In this scenario, the default route to the Internet through the 5G CPE
and Core is used for streaming raw sensory (and camera) data to Cloud endpoint(s). By using either
commercial or testbed SIM cards, a CPE attaches to the corresponding RAN and mobile core, where the
traffic is then routed towards the Internet (or towards local data networks). TNOR’s 5G VINNI uses a
multi-vendor 5G SA core, jointly provided by Casa Systems, Oracle, and ENEA.

Figure 4: Norwegian Pilot overall architecture for A1S1 and A1S2 scenarios.

2.2.2 End user application

The end-user applicationswhich are used to collect data from the equipment in the sea and the external
equipment for the two sites are described below:
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Greek site

The solution for the Greek site, as presented in Figure 1, delivers enhanced monitoring and management
of farm operations, production planning, and sales monitoring and forecasting. The solution consists of
the User Dashboard, where all the monitoring and management functionalities are provided to user and
two WINGS Smart Gateway modules, one for collection and transmission of data coming from sensors
and one for collection and transmission of data from underwater cameras, all installed in the aquaculture
site. The platform provides two types of services: one is focused on the monitoring of various
parameters that are very important for the farms to keep track of and better manage his day-to-day
operations, and the other one is focused on the decision support for the farmer with suggestions for
optimal operations as well as insights on the overall progress of the farm.

Norway site

The data flow of the architecture presented in Figure 2 can be described as follows. Data is collected by
underwater- and surface sensors. The data is transported to the 5G Gateway on the feed barge by a fiber
network. The gateway transfers the data to the cloud where it is stored, analyzed, and distributed to all
applications that need to consume it. The fish farmers get access to the data through the control room
on the feed barge and through the web application BlueThink GO.

Figure 5: BlueThink GO - web based service

Figure 5, shows BlueThink GO [6], a mobile control room that lets the user monitor the fish farm from
anywhere, anytime. It is a private web page for the specific fish farming site with the following real time
and historical data; livestream of one camera, timelapses, weather data (temperature, wind, air pressure,
rainfall, sunset/sunrise), sea conditions (salinity level, oxygen level, sea temperature, sea level, wave
height) and security (g-force acting on the cage, inclination of feed barge).

2.2.3 Hardware components

Greek site

The hardware components used for the Greek pilot are:

The aquaread sensor [7] which is an integrated sensor with turbidity, nitrate, ammonium, chlorophyll,
PH, electrical conductivity, salinity, temperature and oxygen probes.

Aquaread sensor
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The WINGS gateway that retrieves data from cameras and sensors and transmits them over the available
5G network. Over the air parameterization, adapting measurement and transmission profiles to user
preferences are transmitted.

WINGS Underwater gateway

Norway

The hardware components that are used for A1S1 scenario at the Norway site are:

Salinity sensor

Conductivity/salinity sensor from Aqualabo [8]. This sensor is used to measure the salinity level [‰] in
each cage, at a depth of 5 meters. The sensors are connected to the cage cabinet. The communications
protocol is Modbus RTU over RS485.
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Oxygen sensor

OXYnor Optical Sensor [9] issued to measure the oxygen level [%] [mg/L] and sea temperature in each
cage, at a depth of 5 meters. The sensors are connected to the cage cabinet. The communications protocol
used is RS485.

Weather station

Weather Transmitter from VAISALA [10] is used to measure weather data related to wind, rain, air
temperature and air pressure. The weather station is installed at the roof of the feed barge. The
communications protocol used is RS485.

Cage cabinet with IMU

Sealab cage cabinet is mounted on the side of each cage. Inside each cage cabinet there is an Inertial
Measurement unit, (IMU), (Bosch BNO055 9-axis IMU [11]), used to log the G-forces acting on the
cage. This is the connection point for all Sealab hardware, distributing electricity and network to the
subsea units, winch and topside surveillance camera. Both the salinity and oxygen sensor are connected
to the cage cabinet via serial communication at 115200 baud, 8N1. Raw data from sensors, cameras and
pellet detection results from the Machine Learning, (ML), Virtual Machine, (VM), on the Edge are
forwarded to Sealabs Cloud (Microsoft Azure), where it is stored, analysed, and distributed to all
applications that need to consume it. The fish farmers get access to the data through the control room
on the feed barge and through the web application BlueThink GO.

2.2.4 Software components

Greek site
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The software consists of the monitoring and the decision support systems. At the user side, a dashboard
is provided which is named Aquawings platform whose purpose is to provide a series of monitoring and
management functionalities to the fish farmer. Its functionalities include:

Production monitoring: Production parameters such as stock density, Feed Conversion ratio, (FCR),
stock size and more information can all be visualized at the homepage of the site as well as in each
specific structure's dedicated information page.

Environmental monitoring: Environmental parameters can be monitored at all times via the dashboard.
Important values are always displayed on the dashboard, while the user can always access each
individual sensor and check the evolution of their parameters' time series in dedicated charts.
Additionally, the water quality analytics that are executed on the background can be visualized and
indicate trends for specific parameters, as well as identifying outlier values or threshold violations that
are observed.

Behaviour monitoring: Behaviour monitoring is available through a dedicated page where the user can
select one or more of the installed cameras to live stream its output.

Remote sensing monitoring: Satellite footage is daily recorded in the pilots. Satellite images can be
displayed for the user to inspect at any time.

User data input: Operational data such as manual observations or husbandry operations can be regularly
reported through a series of input forms.

Task management: The management of the maintenance, operational and husbandry tasks is one of the
features that is also offered by the dashboard.

Configuration: A settings page allows the operator to declare their preferences in terms of parameters,
protocols, and other options. Additionally, the configuration of the site can be modified from here,
editing the structures, the species residing on site and other characteristics of the farm.

Norway site

The Sealab Control room is shown in Figure 6, providing the customer with the ability to connect
remotely. This enables customers to feed several sites from one location, in addition to being able to
work even in harsh conditions on the site(s).

Figure 6: Sealab control room
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With the Sealab Intelligence Unit connected to the 4G or 5G network have access to show sites, cages
and underwater or surface cameras as they please. They can also use a winch to move the camera to the
position they want.

2.3 Testing and verification

This chapter describes the final measurement results of phase III.

2.3.1 Methodology

This scenario, implemented in Greece and Norway, focuses on the continuous sensory data collection
monitoring of the site. More and more fish farms gather big amounts of data to monitor and analyse the
performance of the farm. Parameters like oxygen, temperature, salinity, and meteorological data are
frequently collected to evaluate water quality and guarantee the life quality of the site in general.
Platforms provide these kinds of functionalities, support data collection from multiple data sources and
import the collected data into the management system.

Greek site methodology

At the Greek side, ACTA have assisted in the network rollout, activation, and UCs trialing, by measuring
network KPIs and validating the level of performance achieved. These KPIs comprise of metrics related
to the service provided to the end-users (such as latency, data rate, etc.) as well as others related to the
operation of the network (such as reliability and maximum sustainable rate).

ACTA’s implementation is based on both hardware and software probes managed by a dedicated cloud
platform. These elements are described in the following sections.

The following Viavi hardware network probes are deployed in key positions in the network (Figure 7).

MTS-5800 Handheld Network Tester

Figure 7: The Viavi MTS-5800 probe.

The Viavi MTS-5800 handheld network tester [12] can test throughout the service life cycle, including,
service activation, troubleshooting, and maintenance. Advanced Ethernet test features such as
throughput testing with TrueSpeed per RFC 6349 have also been employed.

Fusion JMEP
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Figure 8: Viavi SFP network probe.

The Viavi JMEP micro Ethernet probe [13] for Ethernet and IP performance assurance, are gigabit
Ethernet smart SFP transceivers, available in two varieties, a 1 Gbps JMEP3 and a 10 Gbps JMEP10,
that both can seamlessly be deployed inline into existing network devices. The SFP main capabilities
are:

¶ Fully compatible with RFC 2544 and Y.1564 test methodologies

¶ Activates test loopbacks (L2/L3)

¶ TWAMP-Light (RFC 5357)

¶ Measures throughput, availability, frame loss, frame delay, and frame delay variation.

These probes are complemented with SW based measurements and virtual probes that reside in the
ACTA KPI Measurement and Validation Platform, (KMVaP) which is an in-house development, cloud
platform, as described in the following section.

The KMVaP is the central management system for the multitude of probes that are installed in the
network and are responsible for collecting data from measurements of network KPIs. These additional
probes include (but not limited to):

Fusion TrueSpeed VNF

Throughput testing as a virtual network function based on RFC 6349.

Based on the IETF RFC 6349 TCP throughput testing methodology, Fusion TrueSpeed Virtual Network
Function, (VNF), performance tests serve as a neutral 3rd-party evaluation of network quality. Operating
as a VNF in conjunction with VMware hypervisors, Red Hat Linux, and x86 compute resources, Fusion
TrueSpeed VNF deploys quickly and tests reliably in all parts of the network.

VCPE1 Software based probe

The hardware of Virtual Customer Premises Equipment, (VCPE1), probe consist of a SUPERMICRO
SERVER 5019D-4C-FN8TP with characteristics such as;
CPU: INTEL SoC Intel® Xeon® processor D-2123IT, 4-Core, 8 Threads, 60W
RAM:16GB DDR4-2666 2Rx8 ECC REG DIMM
DISK DRIVE: Samsung PM883 240GB SATA 6Gb/s V4 TLC 2.5" 7mm (1.3 DWPD).
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Figure 9: The Virtual CPE/ Software Probe hardware used in the KMVaP platform.

Being a virtual software probe, a VCPE can host a number of different probe functionalities tailored to
the measurements required by the network operator and/or Vertical user. Here we have:

- virtual Performance and Activation probes, (vPMA)

- virtual Testing and Activation probes, (vTA) that employ the Two-Way Active Measurement Protocol,
(TWAMP), software, which is explained in the coming sections.

The network probes and their measurements are managed via ACTA’s in-house developed KMVaP.
The interconnection of the platform with OTE’s LAB infrastructure is shown in Figure 10 together with
the Public IP address that is used for Remote Management, Remote Configuration and Access to the
collected data by third parties.

For security and full redundancy, the platform can also accommodate interconnection, access and remote
management and configuration using a 4G/LTE router connected to the PFsense Firewall/proxy/gateway
[14]. Due to the interconnection of the KMVaP with Data Plane of the Pilot 5G HEART Network as
well as the public internet, the use of a Firewall for both secure remote access and configuration, and
for public access to the gathered data/measurements the use of Pfsense is considered essential.

The internal Architecture of the KMVaP that is installed in OTE-group R&D Laboratories is shown in
Figure 10 below.



D5.4: Final Solutions for vertical Use of 5G

© 5G-HEART Consortium 2019-2022 Page 24 of 61

Figure 10: ACTA’s KMVaP ecosystem for KPI measurement and validation.

The core part of the KMVaP central management system is based on VIAVI’s Network Integrated Test,
Real-time analytics and Optimization (NITRO) platform [15]. This is augmented by Open-Source
components and ACTA developed software in order to become a complete KPI validation system.

All the components of the KMVaP platform are Virtual Machines using a VM Hypervisor (hvfs). A
hypervisor or Virtual Machine Monitor, (VMM), consists of software, firmware and hardware that
creates and runs virtual machines. A computer on which a hypervisor runs one or more virtual machines
is called a host machine, and each virtual machine is called a guest machine. The hypervisor presents
the guest operating systems with a virtual operating platform and manages the execution of the guest
operating systems. Multiple instances of a variety of operating systems may share the virtualized
hardware resources: for example, Linux, Windows, and macOS instances can all run on a single physical
x86 machine. This contrasts with operating-system-level virtualization, where all instances (usually
called containers) must share a single kernel, though the guest operating systems can differ in user space,
such as different Linux distributions with the same kernel.

The collection of data is an automated process running 24x7, with 1min monitoring granularity and 100
ms sampling granularity.

The actual ACTA installation at OTE Labs and Skironis, can be seen in the photos of Figure 11 below.
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Figure 11: ACTA’s KMVaP ecosystem at OTE Labs and probes at Skironis.

Typical views are shown in the images of Figure 12 below that allow the operator to monitor in real
time the progression of the selected KPIs along the selected flows (network segments). Certain
thresholds can be set to allow for cockpit view of KPIs, in accordance to the specified performance
targets.
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Figure 12: ACTA KMVaP User Views for Performance Management

The schematic topology diagram of the KPI measurement probes and server for control and data
collection and analysis is shown in Figure 13.

One probe is connected via Ethernet through configuration between the ERICSSON-GR’s BBU and the
backhaul of the telecom network at the SKIRONIS, as shown in Figure 13. A second probe is installed
via Ethernet through configuration at the Backhaul of the telecom network in the OTE labs.

The ERICSSON-GR BBUs are installed in the SKIRONIS Aquaculture site. They also act as Two-Way
Active Management Protocol (TWAMP) [17] reflectors. The ERICSSON Packet Core network is
located in OTE labs. A large amount of network KPI data have been analyzed and presented in a user-
friendly format, to identify possible weak points of the network which indicate the need to undertake
corrective action for optimization and performance improvement. During the setup and verification
phases, the results of the measurements allowed the team to fine-tune various network parameters that
led to maximization of the network stability and performance under the given configuration.
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Figure 13: Overall network topology for the Athens 5G-HEART site together with the KPI probes and server.

The TWAMP protocol was implemented in conjunction with the Robustel  UE [17], which through its
Ethernet ports was connected to the ACTA TWAMP servers installed at Skironis premise (OTE
equipment room) (Figure 14).

Robustel 5G Gateway is a 5G high gain antenna with innovative design, automated alignment 5G
speeds and Wi-Fi coverage. The radio is dual band, i.e., both 802.11b/g/n 3x3 2.4 GHz and 802.11ac
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